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Photosystem II is a complex protein–cofactor machinery that

splits water molecules into molecular oxygen, protons, and

electrons. All-atom molecular dynamics simulations have the

potential to contribute to our general understanding of how

photosystem II works. To perform reliable all-atom simulations,

we need accurate force field parameters for the cofactor mole-

cules. We present here CHARMM bonded and non-bonded

parameters for the iron-containing cofactors of photosystem II

that include a six-coordinated heme moiety coordinated by

two histidine groups, and a non-heme iron complex coordi-

nated by bicarbonate and four histidines. The force field

parameters presented here give water interaction energies and

geometries in good agreement with the quantum mechanical

target data. VC 2017 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.24918

Introduction

Reliable description of the conformational dynamics of photosys-

tem II is an essential step toward understanding how this

membrane-embedded complex of proteins and cofactor mole-

cules generates molecular oxygen by splitting water. Recent

high-resolution crystal structures of photosystem II from Thermo-

synechococcus vulcanus[1,2] provide valuable information about

intramolecular interactions potentially important for function,

such as the presence of protein–water hydrogen-bonded net-

works that could be involved in proton transfer[1,3,4]; however, it

remains unclear how motions and electrostatic interactions of

the protein environment influence protonation of specific pro-

tein groups, or how protein groups and water molecules

respond to changes in protonation. All-atom molecular dynamics

simulations are valuable means to address questions pertaining

to protonation-coupled protein dynamics.[5,6] In the case of pho-

tosystem II, a specific challenge is the requirement of reliable

force field parameters to describe the geometry and non-

bonded interactions of cofactor molecules. Here, we derived

new Chemistry at Harvard Molecular Mechanics (CHARMM)[7] all-

atom force field parameters for two iron-containing cofactors in

photosystem II that include (i) a six-coordinated heme moiety

with two histidines bound to iron, and (ii) a non-heme iron com-

plex liganded with a bicarbonate ion and four histidine groups.

The crystal structure of the photosystem II dimer from T. vul-

canus contains two heme b molecules bound to each mono-

mer.[1] Each of the heme b molecules is coordinated by two

histidine residues (Fig. 1a), and has additional interactions that

depend on the immediate protein environment. In case of the

heme b molecule located at the stroma side of the transmem-

brane region of the protein, the two heme b propionate groups

interact with arginine side chains from the cytochrome b559

subunits a (PsbE) and b (PsbF), respectively[8]; the coordinating

histidine side chains (PsbE-H23 and PsbF-H24) are close to tyro-

sine or tryptophan side chains that provide stabilizing p-

stacking interactions (PsbE-Y19 and PsbF-W20, respectively,

Supporting Information Figure S1a). Experiments on mutant

photosystem II from T. elongatus indicate that phototropic

growth is possible without heme at the stroma side[9]; never-

theless, mutation to Phe of the PsbE-Y19 group that is within

one helical turn of PsbE-H23 (Supporting Information Figure

S1a) influences the extent to which activity recovers after pho-

toinhibition.[9] This observation highlights the importance of

understanding the conformational dynamics close to the heme

b moiety and the coordinating histidine groups.

The second heme molecule is located at the lumen side of

the photosystem II monomer, where it binds to the extrinsic

cytochrome c550 subunit PsbV (Fig. 1a). There, the histidine

side chains contributed by cytochrome c550 appear to lack

potentially stabilizing p-stacking interactions, although interac-

tions with nearby protein groups could limit their rotational

flexibility. The propionate groups of the heme b molecule are

exposed to water (Fig. 1a). Differences in the protein environ-

ment of the heme iron complexes at the stroma (Supporting

Information Figure S1a) versus the lumen side (Fig. 1a) are
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likely to impact the dynamics of the heme b molecule and of

the coordinating histidine side chains.

The non-heme iron is coordinated by four NE2 atoms from

histidine side chains contributed by subunits D1 and D2, and

by the carboxylate oxygen atoms of the bicarbonate mole-

cule[1,10] (Figs. 1b and 2b). The hydroxyl group of the bicar-

bonate molecule hydrogen-bonds to a water molecule (Fig.

1b) and to two tyrosine side chains.[10] Two of the histidine

side chains, H268 and H272, hydrogen-bond to nearby protein

groups, whereas H214 and H215 hydrogen-bond to the qui-

none groups QA and QB, respectively (Fig. 1b). This network of

hydrogen bonds could be important for proton transfer at

QB.[10] In addition to a potential role in proton transfer, we

suggest that the complex composed of non-heme iron, bicar-

bonate, and coordinating histidine groups might be important

for the local structure and dynamics of photosystem II. Indeed,

this complex connects four transmembrane helices (Support-

ing Information Figure S1b), possibly coupling to the largely

different orientations of these helices relative to the mem-

brane normal.

Accurate description of the geometry and conformational

dynamics of cofactor molecules is a key requirement for reli-

able molecular dynamics simulations of photosystem II.

CHARMM[7,11,12] includes force field parameters for six-

coordinated heme, allowing for a number of ligands, including

a histidine side chain; issues pertaining to CHARMM force field

parameters for heme and heme with various ligands have

been addressed by others.[13–15] Recently, all-atom force field

parameters of the heme iron complex of photosystem II were

derived for the AMBER force field (Assisted Model Building

with Energy Refinement).[16] This parametrization included Har-

tree–Fock (HF) computations in vacuum, and density func-

tional theory (DFT) calculations with a continuum solvent

representation.[16] Other parametrizations directly relevant to

the heme molecule of photosystem II include the AMBER and

CHARMM force field parameters for heme coordinated by

Figure 1. Heme and non-heme iron inside photosystem II. The thin solid lines

indicate the coordination bonds involving heme and non-heme iron (orange

spheres). Hydrogen bonds are shown as dashed lines. Water oxygens are

shown as red spheres. a) The heme b (gray) at the lumen side of photosys-

tem II forms coordination bonds with NE2 of H41 and H92 of subunit PsbV of

photosystem II (both shown in yellow). b) The non-heme iron is bound to

bicarbonate (gray), H214 and H268 of subunit D2 (wheat) and H215 and

H272 of subunit D1 (yellow). H214 and H215 connect the non-heme iron–

bicarbonate complex to the quinones QA and QB (gray) via a hydrogen-

bonding network. The molecular graphics are based on monomer A, chain V

(for HemeHis, panel a), and chains a and d (for FeHis, panel b) from the crystal

structure (PDB ID: 3WU2[1]). Additional molecular graphics of the heme and

non-heme iron complexes in photosystem II are given in Supporting Informa-

tion Figure S1. [Color figure can be viewed at wileyonlinelibrary.com]

Figure 2. Chemical structures of the two complexes parametrized. a) Skele-

tal formula of the heme model compound of the HemeHis complex illus-

trating the central iron and the surrounding nitrogen of the heme plane

with a side view of the full HemeHis complex. The NE2 atoms of the 4-

methylimidazole (4-MeI) groups coordinate the heme iron (FE). b) The

FeHis complex has iron coordinating 4-MeI and bicarbonate. The 4-MeI

groups are d-protonated in both systems.
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histidine and methionine side chains,[17] or the charge parame-

trization scheme for heme a with two coordinating histidine

groups and for a five-coordinated heme molecule.[18]

Our aim is to describe the heme and non-heme iron com-

plexes of photosystem II with CHARMM force field parameters

that are consistent with the recommended protocol of the

CHARMM General Force Field (CGenFF).[19] In this protocol,

parameters for specific bonded and non-bonded interactions

from the potential energy function of CHARMM are derived iter-

atively until certain convergence criteria are met. An important

aspect of the CGenFF is that, to ensure internal consistency of

the parameters, the atomic partial charges of the cofactor mole-

cule are adjusted by fitting CHARMM water interaction energies

against the corresponding values derived with HF/6–31G*.[19]

For the heme b molecule coordinated by two histidine side

chains (Fig. 1a), we relied heavily on the bonded and non-

bonded parameters that have already existed in CHARMM. Our

focus here was to derive bonded parameters involving the

coordination bonds specific to heme b coordinated by two

histidine moieties. In the case of the complex consisting of

non-heme iron, bicarbonate, and four histidine side chains

(Fig. 1b), we started from CHARMM parameters for the isolated

bicarbonate and histidine moieties to derive bonded and non-

bonded parameters specific to the complex.

Methods

CHARMM potential energy function

The potential energy function of CHARMM[11] contains terms

for intramolecular and intermolecular interactions as follows:
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CHARMM describes bond stretching and valence angle bend-

ing by harmonic terms that include as parameters equilibrium

values (b0, h0) and force constants (Kb, hb). A harmonic poten-

tial with force constant Kx is also used to describe the

improper dihedral angles x. The proper dihedral angle term is

a sum of cosine functions of multiplicity n and phase shift d,

the torsional energy barrier being described by the force con-

stant Ku. The Urey–Bradley term can be used to treat the 1,3-

non-bonded interactions of valence angles; it adds a harmonic

potential with a force constant KUB and equilibrium distance

S0. The non-bonded parameters comprise the partial charges

qi that give the Coulomb interactions between atoms sepa-

rated by the distance rij, and parameters for the van der Waals

interactions: The depth of the Lennard–Jones well Eij, the mini-

mum interaction radius Rmin
ij , and the effective dielectric con-

stant E1. The CHARMM36 protein force field additionally

includes an energy correction map (CMAP) term to improve

the description of the backbone dihedrals in peptides.[20]

Model systems and starting coordinates

For the starting coordinates of the complexes parametrized

here, we used monomer A of the crystal structure of photosys-

tem II (PDB ID: 3WU2[1]). To facilitate the quantum mechanical

(QM) calculations and the parametrization procedure, we used

two simplified model complexes as described below.

For the heme b molecule coordinated by two histidine side

chains (Fig. 1a), we replaced the propionate side chains and

the methyl groups of heme b with hydrogen atoms, and the

two histidine residues were modeled as 4-methylimidazole (4-

MeI, Fig. 2a). This complex composed of the heme b core and

two 4-MeI groups is denoted here as HemeHis (Fig. 2a). Like-

wise, in the case of the complex consisting of the non-heme

iron, four histidines and the bicarbonate ion (Fig. 1b), we

described each histidine residue as 4-MeI, and denoted this

complex as FeHis (Fig. 2b).

Coordinates for the hydrogen atoms were constructed with

CHARMM.[7] The 4-MeI groups are single-protonated on the

ND1 atoms. For completeness of the parametrization and to

facilitate CHARMM computations of heme and non-heme iron

compounds, we derived parameters for HemeHis and FeHis in

both ferrous (Fe21) and ferric (Fe31) states. Ferrous and ferric

HemeHis have a total charge of 0 and 11, respectively;

whereas ferrous and ferric FeHis have a total charge of 11

and 12, respectively.

The total charge of the system is relevant for the protocol

used to derive atomic partial charges. In case of molecules that

have zero net charge, deriving the atomic partial charges based

on water interaction energies involves scaling of the QM inter-

action energies by a factor of 1.16. Water interaction distances

for the polar sites are offset by 20.2 Å.[19] Such a protocol was

used recently for parametrizing neutral cofactor molecules of

photosystem II.[21] Scaling of the interaction energies is not per-

formed for compounds with non-zero net charge, such as FeHis

and the ferric HemeHis complexes investigated here.

QM geometry optimizations

QM-optimized geometries of the isolated model complexes

serve as geometrical target data to validate the parameters.

For the FeHis complex, we used second-order Møller–Plesset

perturbation theory (MP2)[22] with a 6–31G*[23–25] basis set.

Because of computational cost, the ferrous and ferric HemeHis

and the ferric FeHis complexes could not be optimized with

MP2; consequently, we used the DFT hybrid functional Becke3,

Lee–Yang–Parr (B3LYP)[26,27] for HemeHis, and unrestricted

B3LYP (UB3LYP) for the ferric complexes. All QM calculations

were performed with the Gaussian 09 software package[28]

using default convergence criteria.

Optimization of the partial atomic charges

The partial atomic charges are optimized such that the molec-

ular mechanical (MM) water interaction energies EMM and

interaction distances dMM reproduce the corresponding EQM

and dMM values computed with HF/6–31G* for all hydrogen
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bond donor and acceptor sites.[19] Two examples for possible

water interactions sites of FeHis are given in Figure 3a.

Water interaction energies E are computed[19] as the differ-

ence between the energy of the FeHis–water complex and the

sum of energies computed, at the same level of theory (MM

or QM), for the isolated FeHis complex and a water molecule,

E5EðFeHis1waterÞ2EðFeHisÞ2EðwaterÞ (2)

For acceptor interactions, the interaction distance d is the dis-

tance, measured for a geometry-optimized structure, between

the water hydrogen atom and the FeHis heavy atom for which

the interaction energy is computed (Fig. 3a). For donor sites, it

is the distance between water oxygen and interacting FeHis

hydrogen atom.

Following the CGenFF protocol,[19] water interaction

energies for the possible water interaction sites were first

computed with HF/6–31G* using the QM-optimized geometry

of the complex and a TIP3P water molecule.[29] We utilized the

Force Field Toolkit[30] to generate input files for water interac-

tions. The complex was generated by placing a TIP3P water

molecule in a linear interaction geometry with the hydrogen

(donor) or heavy (acceptor) atom of the QM-optimized struc-

ture of the FeHis complex (see illustration in Fig. 3a). In the

next step, a HF/6–31G* optimization was performed for the

distance between the two interacting atoms, and for the ori-

entation of the water molecule relative to the FeHis complex.

This optimization gives the HF/6–31G* equilibrium distance

dQM and the interaction energy EQM of the water molecule at

that specific interaction site. This process was performed, with

one water molecule at a time, for all accessible interaction

sites of both the bicarbonate and the four histidine moieties.

The MM values for dMM and EMM were computed using the

MM atomic partial charges of FeHis. The initial partial charges

were the Merz–Singh–Kollman (MK) charges[31] calculated with

HF/6–31G* for the geometry optimized with MP2/6–31G* for

ferrous FeHis, B3LYP/6–31G* for ferrous HemeHis, and UB3LYP/

6–31G* for the ferric systems.

For the MM calculations of water interaction energies at

each interaction site considered, we again placed the respec-

tive TIP3P water molecule in an ideal interaction geometry,

but used the MM-optimized FeHis geometry. To determine the

MM interaction position dMM, we constrained the orientation

of the water molecule relative to FeHis to that from the MP2-

optimized geometry, and scanned the distance between water

and the FeHis interaction site in steps of 0.01 Å, until the

energy minimum was reached.

We manually changed the partial charges of the FeHis com-

plex and recalculated the water interaction energies. These

computations were performed separately for ferrous and ferric

FeHis. With the exception of the non-polar hydrogens HB1,

HB2, and HB3 of the imidazole moieties (Fig. 3c), where the

partial charge was kept at the standard CHARMM value for

methyl hydrogen atoms of 0.09, the partial charges of the

iron, bicarbonate, and 4-MeI atoms shown in Figures 3b and

3c were optimized until EMM and EQM agreed to within the rec-

ommended convergence criterion of 0.2 kcal/mol.[19]

The partial charge optimization of the HemeHis system was

performed in the same manner, with the exception that partial

atomic charges taken from the CHARMM36 protein force field

were used as initial charge guesses for 4-MeI and ferrous

heme.

Refinement of bonds and angles for FeHis and HemeHis

We compared the equilibrium positions of the bonds and

valence angles of the QM- and MM-optimized structures of

HemeHis and FeHis. To improve the agreement between MM-

and QM-optimized geometries, we refined the bonds and

angles involving iron coordination bonds. For both complexes,

we optimized the iron–histidine coordination bond FE–NE2,

and the valence angles FE–NE2–CD2 and FE–NE2–CE1 (see

Figs. 2a and 2b for the CHARMM atom labels). For HemeHis,

we additionally modified bonds between the iron and the

Figure 3. Optimization of atomic partial charges for FeHis. a) Illustration of

two of the water interaction sites sampled during the parametrization of

FeHis. A water molecule is constrained to a planar interaction geometry

and optimized to obtain the interaction distance d and the interaction

energy E for hydrogen bond donor and acceptor sites. Each water interac-

tion site is sampled separately. b) Optimized partial charges of the bicar-

bonate and iron in FeHis. c) Optimized partial charges for 4-MeI. Because

of symmetry, each of the four 4-MeI groups has the same set of atomic

partial charges. [Color figure can be viewed at wileyonlinelibrary.com]
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coordinating nitrogen atoms NA, NB, NC, and ND of the heme

plane (Fig. 2a). We refined the equilibrium positions until the

deviation between MM and QM values converged to a value

less than 0.03 Å for bonds, and 38 for valence angles.[19]

For the bicarbonate compound of FeHis, the starting param-

eters were taken from the carbonate ion parameters of the

CHARMM36 protein force field. Here, we derived new bonds

and angles parameters for the hydroxyl group.

For all ferric complexes, we used as starting point the

bonded parameters optimized for the corresponding ferrous

complexes, and then further tested and refined specific bond

and angle parameters that had been previously refined for the

ferrous complexes. That is, for both ferrous and ferric com-

plexes, we refined only bonded parameters involving the iron

ion, and kept the remaining bonded CHARMM parameters

unchanged.

Refinement of force constants of bonds and angles of

HemeHis and FeHis

Comparison of structures geometry-optimized with QM versus

MM indicated that a number of bond and angle parameters of

ferrous HemeHis and FeHis required further refinement. Ideally,

force constants for bonds and valence angles are optimized by

analyzing the vibrational modes of model compounds. For

molecules that are too large for QM vibrational analysis, such

as the FeHis or HemeHis complexes studied here, CGenFF rec-

ommends potential energy scans (PES) of small perturbations

of bonds and angles.[19] We used such an approach to opti-

mize the force constants of the bonds and angles involving

iron in FeHis and HemeHis.

In the first step, we used the QM-optimized geometries of

ferrous HemeHis and FeHis to measure the equilibrium posi-

tions for bond lengths and the valence angles subject to

refinement. In the second step, we performed PES separately

for ferrous HemeHis and FeHis. To refine force constants for

bonds, we started with an offset of 20.01 Å from the equilib-

rium length, and conducted a three-step PES with a step size

of 0.01 Å. For valence angles, we used an offset of 218 and a

step size of 18. We adjusted the MM force constants until the

agreement between the QM and MM PES could no longer be

improved.

The refined force constants obtained for the ferrous systems

were used as starting force constants for testing specific

bonded force constants of ferric HemeHis and FeHis.

Deriving parameters for dihedral angles of HemeHis

To derive parameters for describing heme b coordinated by

two imidazole groups, we performed a PES for rigid and flexi-

ble dihedral angles defined as follows: Rigid dihedrals are dihe-

drals describing ring torsions, that is, the central two atoms of

such dihedrals form part of a ring, and the dihedral angle is

associated with a relatively high energy barrier; all other dihe-

dral angles are denoted as flexible dihedral angles.

Starting from the position of the minimized structure, we

used QM to derive the PES for rigid dihedrals, once with a

step size of 58, and once with a step size of 258 for six steps

each. For all flexible dihedrals, we used 58 increments to per-

form an 18-step scan in each direction.

The PES was then computed with MM using the same step

size and number of steps as in the corresponding QM PES

described above. In optimizing the MM description of the

dihedral angle, we aimed to reproduce the height of the

energy barriers and the location of the energy minima. Repro-

ducing the energy profile in the region of the energy minima

is particularly important for molecular dynamics simulations

because these are the regions that are sampled most often.[19]

We adjusted the dihedral parameters by changing their multi-

plicity, phase shift, and force constant. Following the CHARMM

protocol,[19] we used only 08 and 1808 for the phase shift.

For both ferric and ferrous complexes, the parametrization

steps described above were performed iteratively until self-

consistency had been reached.

New chemical atom types, and compatibility with the

CHARMM protein force field

We introduced new chemical types for iron depending on its

oxidation state and the system. Using these, new atom types

allowed us to avoid overwriting parameters already present in

CHARMM, and retain full CHARMM36-compatibility.

The parameters presented in here were implemented as an

extension to the CHARMM36 protein force field.[11] All Len-

nard–Jones parameters were taken from standard CHARMM.

MM molecular dynamics to test the HemeHis parameters

To test the performance of the ferrous HemeHis parameters

derived here, we used as model system human brain neuro-

globin, a relatively small soluble protein of 151 amino acid res-

idues that contains a ferrous heme cofactor coordinated by

two histidine residues. We took the starting coordinates of the

protein and heme atoms from chain B of the crystal structure

(PDB ID: 1OJ6[32]).

Hydrogen atoms were constructed with CHARMM.[7] The

protein was placed at the center of the Cartesian coordinate

system, and overlapped with a box of TIP3P water molecules.

Water molecules of the solvent box that were overlapping

with crystal structure coordinates were deleted. The simulation

setup consisted of the protein, the heme molecule, the 42

crystal structure water molecules, 24,506 bulk water molecules,

and six sodium ions added for charge neutrality in a simula-

tion box of size 90 3 90 3 90 Å3. The system was assembled

with CHARMM-GUI[33] Solvator.[34] We used the CHARMM36

protein force field,[11,20] the ion parameters of Roux and cow-

orkers,[35] and the TIP3P water model.[29] For the heme and

the two coordinating histidine side chains, we performed inde-

pendent simulations using the two ferrous force field parame-

ter sets refined here. For the non-bonded interactions, we

used a switch distance of 10 Å, a cutoff distance of 12 Å and a

pair list distance of 14 Å.

We used NAMD[36,37] with a Langevin dynamics scheme and

a Nos�e–Hoover Langevin piston[38,39] to perform simulations in

the isobaric–isothermal ensemble (NPT) with isotropic cell fluc-

tuations at a temperature of 300 K and a pressure of 1 bar,
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and with a Langevin damping coefficient of 5.0 ps21. We used

SHAKE[40] to constrain covalent bonds involving hydrogen

atoms. Heating was performed with velocity rescaling in the

canonical ensemble (NVT). During heating and the first 2 ns of

equilibration, we used an integration time step of 1 fs. For the

rest of the simulation, we used the reversible multiple time

step integration scheme[41,42] with steps of 1 fs for the bonded

forces, 2 fs for short-range non-bonded, and 4 fs for long-

range non-bonded interactions. The simulation was prolonged

to 100 ns, and coordinate sets were saved every 10 ps. Unless

specified otherwise, average distances and histograms were

computed using 5000 equally spaced coordinate snapshots

from the last 50 ns of the simulation.

All molecular graphics and skeletal formulae were prepared

using PyMol[43] and BKchem,[44] respectively. QtiPlot[45] was

used to generate data plots.

Results and Discussion

We derived a new set of revised, CHARMM-compatible param-

eters for HemeHis and FeHis. The parametrized bonds and

angles of the final MM-optimized structures are within 0.01 Å

and 1.88 (HemeHis), and within 0.03 Å and 0.88 (FeHis) of their

QM counterparts. The water interaction energies of ferrous

and ferric HemeHis agree to within 0.4 kcal/mol with QM

(Table 2, Supporting Information Table S11). The atomic partial

charges optimized here for ferrous and ferric FeHis give water

interaction energies that agree to within 0.5 kcal/mol with the

HF/6–31G* values (Table 1, Supporting Information Table S10).

In the Supporting Information, we provide topology and

parameter files for the HemeHis and FeHis force field parame-

ters reported here. To facilitate CHARMM force field computa-

tions of systems with non-heme iron compounds, we have

also included a set of parameters for ferrous and ferric iron

coordinated by four histidines, that is, FeHis without bicarbon-

ate. These additional parameters were derived with the proto-

col used for FeHis and are documented by data provided in

Supporting Information Fig. S8 (partial charges) and Support-

ing Information Tables S13–S15 (water interaction energies

and geometry parameters).

In what follows, we discuss main observations from revising

selected force field parameters for HemeHis and FeHis, and

the performance of the HemeHis parameters in describing the

dynamics of neuroglobin.

Water interactions of FeHis and HemeHis

We computed water interaction energies with HF and with

CHARMM to derive atomic partial charges for both systems.

The MM atomic partial charges were adjusted such that the

interaction distance dMM and the interaction energy EMM for

each interaction site were within good agreement with the

corresponding QM values dQM and EQM. For ferrous FeHis, this

procedure led to the final partial charges shown in Figures 3b

and 3c. The partial charges of the other systems studied here

are given in Supporting Information Figures S5–S8.

The optimized water interaction energies and interaction

distances for all FeHis interaction sites studied here are sum-

marized in Table 1. The interaction distances dMM and dQM

agree to within 0.04–0.25 Å (Table 1). Qualitatively, we

obtained good agreement of water interaction distances for

donor and acceptor sites most likely to interact with water:

the histidine side chains, and the hydroxyl group of bicarbon-

ate (Table 1). The QM and MM interaction energies agree on

average to within 0.4 kcal/mol for all sites that could be sam-

pled. The partial charges of the ferrous FeHis complex are

briefly described below.

The optimized parameter set for FeHis has atomic partial

charges of bicarbonate atoms different from those used for

bicarbonate in CGenFF; for example, in our final set, the atoms

OC1, OC2, and CT, which are close to the iron, have a partial

charge of 20.57 and 0.80 for the oxygen and the carbon

atoms, respectively. In CGenFF, the corresponding atoms have

partial charges 20.76 and 0.69. These differences are explained

by the electrostatic interactions of the bicarbonate compound

with other groups of the FeHis system. Likewise, the partial

charges of the four histidine moieties differ from standard

CHARMM charges. The CHARMM charge of unprotonated NE2

in single histidine is 20.70; in FeHis, where NE2 coordinates

iron, the optimized charge on NE2 is 0.10. Because of the

geometry of FeHis (Fig. 1b), the CD2 site could not be

accessed directly; however, by adjusting the CD2–HD2 and

ND1–HD1 dipole moment as well as the charges on CG and

CB, we obtained an overall good description of the FeHis

water interaction energies (Table 1, Supporting Information

Table S9).

Table 1. Interaction energies E, in kcal/mol, and distances d, in Å,

computed with optimized CHARMM parameters for the ferrous FeHis

complex.

Interaction site EQM EMM DE dQM dMM Dd

HB–OHH 23.41 23.01 0.40 2.54 2.68 0.14

HD1–OHH 29.98 29.90 0.08 1.95 1.85 20.10

HE1–OHH 23.49 23.45 0.04 2.30 2.45 0.15

OC1/2–HOH 27.42 27.46 20.04 1.94 1.74 20.20

OC3–HOH 22.91 22.85 0.06 2.23 1.98 20.25

HO3–OHH 28.31 28.07 0.24 1.86 1.82 20.04

Average deviation 0.13 20.05

Av. absolute dev. 0.14 0.15

Atoms of the interaction sites are labeled according to the CHARMM

nomenclature from Figure 2b.

Table 2. Interaction energies E, in kcal/mol, for the ferrous HemeHis com-

plex computed with optimized CHARMM parameters using parameter Set

1 and Set 2.

Interaction site EQM ESet 1 DE ESet 2 DE

HB–OHH 21.35 21.06 0.29 21.24 0.11

HD1–OHH 26.91 26.89 0.01 25.02 1.88

HHeme methine–OHH 21.02 21.24 20.22 21.27 20.25

HHeme methyl–OHH 20.82 20.59 0.23 20.61 0.20

Average deviation 0.08 0.49

Av. absolute dev. 0.19 0.61

Atoms of the interaction sites are labeled according to the CHARMM

nomenclature from Figure 2a.
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The iron of FeHis is buried deep inside the complex and

could not be accessed for a direct calculation of its water

interaction energies. We thus chose to keep the partial charge

of the iron ion at the starting MK charge value of 10.16. That

the charge of iron in FeHis is smaller than the 10.24 value in

six-coordinated heme from CHARMM could be explained by

the presence of the negatively charged bicarbonate molecule

in FeHis.

Using the CHARMM36 protein force field,[20] ferrous Heme-

His can be modeled by applying twice the patch that connects

heme to a single histidine.[13,46] This approach leaves the par-

tial charges of the HemeHis compounds at the standard

CHARMM values. The original CHARMM partial charges yield a

good description of the non-polar interaction sites, but under-

estimate the HD1 interaction by 1.88 kcal/mol (Table 2). We

adjusted the MM partial charges on 4-MeI and obtained agree-

ment to within 0.01 kcal/mol with the QM value for this inter-

action site. This set of HemeHis parameters is denoted here as

Set 1.

In addition to the ferrous HemeHis parameter Set 1 with

optimized partial charges and bonded parameters, we derived

a second ferrous HemeHis parameter set where only the

bonded parameters were optimized, while the partial charges

were kept at their original CHARMM values. This set of Heme-

His parameters is denoted here as Set 2.

For the ferric complexes, we derived new partial charges

starting from MK calculations.

We note that for some of the buried sites close to the iron

the water interaction energies and distances could not be

calculated.

Bond and angle parameters for HemeHis and FeHis

Starting bonded parameters for HemeHis were taken from the

CHARMM36 protein force field and its extension for heme with

a single histidine.[13,46] Comparison of the MM- and QM-

optimized geometries of HemeHis indicated that the initial

MM parameters underestimated the strength of the interaction

between iron and the NE2 atoms of the coordinating 4-MeI

groups. The distance between the iron and the 4-MeI nitrogen

NE2 is 2.01 Å and 1.99 Å in the QM-optimized structure of fer-

rous and ferric HemeHis, respectively, as compared to 2.08 Å

and 2.07 Å for the MM-optimized geometry when using the

standard CHARMM parameters for ferrous heme with one

coordinating histidine group (Table 3, Supporting Information

Table S12).

For FeHis, the initial guess for the parameters for the bond

between iron and the bicarbonate oxygens OC1 and OC2 (Fig.

2b) was taken from the bond between heme iron and carbon

dioxide found in the heme patch of the CHARMM36 protein

force field. As for HemeHis, the bond between non-heme iron

and 4-MeI nitrogen NE2 was based on the CHARMM parame-

ters for heme with a single histidine.

Comparison of the QM-optimized structure of ferrous and

ferric FeHis with that from MM optimizations indicated that

the length of the coordination bond between iron and the

coordinating nitrogen atoms was overestimated. In ferrous

FeHis, the starting MM parameters yielded a bond length of

2.23 Å, as compared to the 1.98 Å value obtained with MP2. In

ferric FeHis, UB3LYP gives a bond length of 1.99 Å as com-

pared to 2.24 Å with the initial guess parameters; in the crystal

structure (PDB ID: 3WU2, monomer A[1]), the distances

between the coordinated histidine NE2 atoms and iron range

from 2.10 to 2.29 Å.

We used PES computations to optimize the force constant

for the FE–NE2 coordination bonds in FeHis and HemeHis (Fig.

4a). This led us to increase the force constant from the stan-

dard CHARMM value of 65 kcal/mol/rad[2] to 80 and 140 for

HemeHis and FeHis, respectively (Table 4).

The force constants optimized for the ferrous systems gave

a good description of the ferric systems, and we only opti-

mized the equilibrium values of the bond and angle parame-

ters (Supporting Information Table S16).

With the initial guess, the PES analysis of the iron–bicarbon-

ate coordination bond in ferrous FeHis indicated that the

energy for stretching the FE–OC1 and FE–OC2 bonds by 0.01

Å was overestimated by �260% and �190%, respectively. We

reduced the force constant for bond stretching by �60%, and

obtained agreement between the MP2 and MM bond stretch-

ing energies to within 3 3 1023 kcal/mol (Fig. 4b, Table 4).

Likewise, the PES for the valence bond angle involving FE and

the bicarbonate oxygen atoms indicated an overestimation of

the energy for a 18 angle bending by �180% (Fig. 4d), and we

reduced the associated force constants by 5 kcal/mol/rad[2].

The revised parameters give good agreement for FeHis and

HemeHis structures geometry-optimized with MM versus QM,

using MP2 for ferrous FeHis, B3LYP for ferrous HemeHis (Table

3), and UB3LYP for the ferric complexes (Supporting Informa-

tion Table S12). For ferrous FeHis, valence angles involving NE2

coordination bonds are the same with QM and revised MM.

We note, however, that the lengths of these coordination

bonds in the QM-optimized model systems are shorter than in

the starting crystal structure (PDB ID: 3WU2). For ferrous

Table 3. Comparison of QM and MM geometries, using the initial guess

and final optimized force field parameters.

Parameter

HemeHis (Fe21) FeHis (Fe21)

QM MMinitial MMfinal QM MMinitial MMfinal

Bonds (Å) Bonds (Å)

FE–NHeme 2.01 1.96 2.01 – – –

FE–NE2 2.01 2.08 2.01 1.98 2.23 1.98

FE–OC1/2 – – – 2.04 1.72 2.04

CT–OC1/2 – – – 1.27 1.30 1.26

CT–OC3 – – – 1.35 1.33 1.35

Angles (8) Angles (8)

FE–NE2–CD2 128 131 128 129 136 129

FE–NE2–CE1 126 121 127 125 119 125

FE–OC1/2–CT – – – 86 77 86

OC1–FE–OC2 – – – 66 83 66

CT–OC3–HO3 – – – 106 106 106

Average bonds and angles are given for: 4-MeI; the heme plane nitro-

gens NA, NB, NC, and ND (denoted as NHeme); and the OC1 and OC2

bonds and angles. Atoms of the interaction sites are labeled according

to the CHARMM nomenclature from Figure 2.
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HemeHis, there is improved agreement between QM and MM

values involving NE2 coordination bonds (Table 3).

Optimization of selected dihedral angles for HemeHis and

FeHis

We used the standard CHARMM parameters to compute a start-

ing PES for the heme–histidine torsion about the dihedral angle

CE1–NE2–FE–NA of ferrous HemeHis (Fig. 5a). Comparison of

this starting MM profile with the one computed with QM

revealed that, at the 458-twisted geometry, the MM energy pro-

file yields an energy barrier of 0.72 kcal/mol, as compared to

the 1.21 kcal/mol value calculated with QM (Fig. 5b). Moreover,

the local minimum of the twisted geometry was situated at 808

in the MM computation, as compared to 908 in the QM profile,

and was energetically less favorable relative to the untwisted

starting geometry (0.49 kcal/mol and 0.35 kcal/mol for MM and

QM, respectively, see Fig. 5b). To improve the agreement

between the MM and QM energy profiles for the dihedral angle

torsion, we increased the force constant of the term with multi-

plicity 4 from 0.05 kcal/mol/rad2 to 0.14 kcal/mol/rad2, and we

introduced two additional multiplicities (force constant 0.07

kcal/mol/rad2, multiplicity 2; force constant 0.04 kcal/mol/rad2,

multiplicity 3). This adjustment allowed us to reproduce the QM

barrier height and energy difference between structures at a

torsion of 08 and 6908.

For CE1–NE2–FE–NA in ferric HemeHis, QM calculations

showed an increased barrier height of 1.92 kcal/mol (Support-

ing Information Figure S2d). We performed MM PES of the

dihedral, and optimized its force constants and multiplicities.

The optimized parameters give an excellent description of the

Figure 4. Three-point PES to refine force constants for bonds and valence angles. a) Optimization of the force constant of the iron–4-MeI bond in ferrous

HemeHis. Initial MM results are shown in dashed gray. The final optimized MM energy differences and the target QM data are indicated by black circles

and red squares, respectively. b) PES for the bond between bicarbonate and non-heme iron in ferrous FeHis. c) PES for the iron–4-MeI angle in ferrous

HemeHis. d) PES for the angle involving the non-heme iron and bicarbonate in ferrous FeHis. [Color figure can be viewed at wileyonlinelibrary.com]

Table 4. Comparison of the initial guess, taken from standard CHARMM,

for force constants of specific bonded parameters with values optimized

here.

Parameter Initial HemeHis FeHis

Bonds (kcal/mol/Å2)

FE–NE2 65 80 140

OC1/2–FE 250 – 100

Angles (kcal/mol/rad2)

FE–NE2–CD2 30 25 25

FE–NE2–CE1 30 25 25

Atoms of the interaction sites are labeled according to the CHARMM

nomenclature from Figure 2.
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torsional potential of the heme–histidine torsion in ferric Hem-

eHis, with an MM barrier height of 1.93 kcal/mol (Supporting

Information Figure S2d).

In FeHis, the dihedral angle OC1–CT–OC3–HO3 describes the

motion of the hydroxyl group of the bicarbonate, and the

dihedral FE–OC1–CT–OC3 describes the rotation about the

coordination bond between iron and bicarbonate. To derive

parameters for these two important dihedral angles, we used

MP2 (UB3LYP for ferric FeHis) to calculate the energy required

to twist each of the two dihedral angles. As reference value,

we used the energy of the geometry-optimized FeHis structure

without any constraints. Starting from this reference structure,

for each of the two dihedral angles, we performed PES using a

step size of 58, with maximum twists of 1908 (clockwise twist)

and 2908 (counterclockwise twist, see Fig. 6a and Supporting

Information Figure S2). We then used the QM PES of each

dihedral angle to manually adjust CHARMM dihedral angle

parameters until the MM PES could no longer be further

refined.

Figure 6a shows the improvement of the description of the

energetics close to the minimum position of the bicarbonate

dihedral angle OC1–CT–OC3–HO3 in ferrous FeHis. For rela-

tively minor twists of �108, which cost �1 kcal/mol and can

be easily sampled at room temperature, the standard

CHARMM parameters give a good description of the MP2 pro-

file (Fig. 6a). Larger twists of �458 require �3 kcal/mol with

the guess parameters, as compared to �5 kcal/mol with MP2

or the revised parameters presented here (Fig. 6a). Likewise,

Figure 5. Optimization of dihedral parameters for ferrous HemeHis. a) Structure of HemeHis optimized with B3LYP. The arrow indicates the torsional axis

about which the PES is performed. b) Energy profiles for PES computed with QM (black circles), initial CHARMM parameters (gray triangles), and with the

optimized parameters presented here (red squares). Note the marked improvement of the agreement between the final MM energy profile and the target

QM data. [Color figure can be viewed at wileyonlinelibrary.com]

Figure 6. Dihedral PES of the bicarbonate in ferrous FeHis, and water interaction energies of ferrous FeHis. a) Energy profiles for PES for the torsion of the

hydroxyl group of bicarbonate (see arrow) computed with MP2 (QM, black circles), initial CHARMM parameters (gray triangles), and optimized CHARMM

parameters (red squares). The dihedral offset, in degrees, gives the value of the dihedral angle relative to its value of 22.48 in the MP2-minimized structure.

b) Water interaction energies for the HD1 donor site for one of the 4-MeI groups of FeHis computed with HF/6–31G* (black circles), with the initial values

(gray triangles), and with the optimized CHARMM force field parameters (black circles). [Color figure can be viewed at wileyonlinelibrary.com]
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compared to the MP2 PES, torsional freedom of the dihedral

FE–OC1–CT–OC3 in ferrous FeHis was overestimated when

using standard CHARMM parameters (Supporting Information

Figure S2). The revised bonded and non-bonded parameters

presented here markedly improve the torsional energy profile

for FE–OC1–CT–OC3 (Supporting Information Figure S2a).

Following the same protocol as described above for ferrous

FeHis, we optimized the torsional parameters for the dihedrals

OC1–CT–OC3–HO3 and FE–OC1–CT–OC3 of ferric FeHis, using

UB3LYP computations. The PES of these dihedral angles show

a marked improvement of the torsional properties of bicarbon-

ate in ferric FeHis (Supporting Information Figures S2b and

S2c).

We note that using the same chemical types for all four 4-

MeI histidine groups of FeHis limits the ability of the force field

to account for asymmetry in the orientation of histidine side

chains in both FeHis complexes as observed in the QM-

optimized structure.

Testing the revised HemeHis parameters with molecular

dynamics of neuroglobin

The accuracy of the ferrous HemeHis parameters was further

evaluated by performing four independent all-atom molecular

dynamics simulations of neuroglobin in a box of water mole-

cules. Sim1 used the ferrous HemeHis parameter Set 2, and

sim2 used parameter Set 1. Sim3 and sim4 are repeat simula-

tions using Set 2 and Set 1, respectively. Heme b of neuroglo-

bin is coordinated by H64 and H96 (Fig. 7a).

In the starting crystal structure (PDB ID: 1OJ6, chain B[32]),

both propionate groups of the heme hydrogen-bond to water

molecules, and one of the propionates has an additional

hydrogen bond to Y44 (Fig. 7a). H64 and H96 hydrogen-bond

to water and protein backbone, respectively (Fig. 7a).

On the �100 ns timescale of our simulations, the a-helical

segments of neuroglobin remain largely stable, as indicated by

the Ca root-mean-square deviation computed relative to the

starting crystal structure (Supporting Information Figure S3).

Importantly, the average distance between the Ca atoms of

H64 and H96 during the last 50 ns of the simulation, 12.5–

12.7 6 0.2 Å, is very close to the 12.2 6 0.1 Å average distance

computed for the four neuroglobin chains in the starting crys-

tal structure[32] (Supporting Information Figure S4).

To characterize the dynamics of the heme and its two coor-

dinating histidine moieties (Fig. 7a), we use here the CPM–FE–

CPM angle as a measurement of the local planarity of the

heme (Fig. 7b), and structural parameters that describe the ori-

entation of the histidine groups relative to the heme plane:

the distance d between the heme iron and NE2 atoms of H64

and H96, the angle a describing the bend of H64/H96 relative

to the heme plane, and the dihedral angle x that gives the

twist of the histidine imidazole group relative to the heme

(Fig. 8 and Table 5). As reference values for these three struc-

tural parameters, we use information from the starting crystal

structure of neuroglobin (PDB ID: 1OJ6[32]), and from other

neuroglobin crystal structures that contain the heme cofactor

with two coordinating histidine groups (see Table 6).

As illustrated in Figures 7 and 8 and Table 5, both sets of

the revised parameters of HemeHis allow reliable description

of the geometry of the heme and of the heme–histidine inter-

actions. For both H64 and H96, the average FE–NE2 distance

agrees well with the crystal structure (Fig. 8a) and with QM

(Table 3). The average angle of the heme CPM–FE–CPM angle,

176 6 28 (Fig. 7b), indicates that the heme plane is slightly

bent. This observation is compatible with data from Autenrieth

et al.,[17] based on their B3LYP computations on heme models

and inspection of heme-containing proteins.

Figure 7. Close view of the heme–histidine complex in neuroglobin, and planarity of the heme plane. a) Molecular graphics showing the heme b, coordi-

nating histidine side chains, and nearby hydrogen-bonding groups in the starting crystal structure (PDB ID: 1OJ6, chain B[32]). Water molecule wat40 brid-

ges the heme propionate groups via hydrogen bonds with distances of 2.5 and 2.8 Å. The hydrogen bond between the backbone oxygen of L92 and ND1

of H96 was conserved throughout our simulation, and had a value of 2.9 6 0.2 Å. b) Histogram of the out-of-plane bending of the heme iron in neuroglo-

bin in sim1. Throughout most of the simulation the heme stayed close to planarity, with an average angle CPM–FE–CPM of 176 6 28 during the last 50 ns

of the simulation. [Color figure can be viewed at wileyonlinelibrary.com]

FULL PAPER WWW.C-CHEM.ORG

16 Journal of Computational Chemistry 2018, 39, 7–20 WWW.CHEMISTRYVIEWS.COM

http://wileyonlinelibrary.com


Inspection of the average values for d, a, and x (Fig. 8)

indicates that, overall, the orientation of H64 relative to the

heme plane is well described by the revised force field

parameters presented here (Table 5). The average lengths of

the FE–NE2 coordination bond for H64 and H96 computed

from simulations are in excellent agreement with the crystal

structure (Fig. 8a and Table 5). Likewise, the average angle

CE1–NE2–FE for H64 is 127 6 48 in our simulations, as com-

pared to 126 6 18 in the four protein chains of the crystal

structure (Table 5).

Figure 8. Testing the HemeHis parameters in classical MD simulations of neuroglobin. The bond lengths, valence angles and dihedral angles, measured for

sim1, are illustrated together with their corresponding histogram. Histograms show the distribution for the length of the coordination bond FE–NE2 (a), the

angle FE–NE2–CE1 (b), and the dihedral NA–FE–NE2–CE1 (c) sampled during the last 50 ns of the simulation. The gray and blue bars correspond to data sam-

pled from H64 and H96, respectively. The numbers indicated for H64 and H96 are measured from the starting crystal structure coordinates (PDB ID: 1OJ6,

chain B[32]). The distributions agree well with the crystal structure data (shown within the histograms). [Color figure can be viewed at wileyonlinelibrary.com]

Table 5. Using the ferrous HemeHis parameters to probe the dynamics

of neuroglobin.

Parameter His Crystal Sim1 Sim2

Bond distance d (Å)

FE–NE2 H64 2.11 6 0.05 2.06 6 0.06 2.05 6 0.06

H96 2.05 6 0.04 2.05 6 0.06 2.05 6 0.06

Angles (8)

CE1–NE2–FE (a) H64 126 6 1 128 6 4 127 6 4

H96 132 6 2 127 6 3 126 6 3

CD2–NE2–FE H64 125 6 1 127 6 4 128 6 3

H96 119 6 2 128 6 3 128 6 3

Dihedral x (8)

CE1–NE2–FE–NA H64 2124 6 4 2124 6 14 2117 6 12

H96 2116 6 4 2127 6 11 2121 6 12

“Crystal” refers to values measured in the crystal structure (PDB ID:

1OJ6[32]). For H64 and H96, we report the geometry parameters illus-

trated in Figure 8.

Table 6. Heme planarity described by the angle CPM–FE–CPM in crystal

structures of neuroglobin.

System Planarity (8) Resolution (Å)

Sim1 176 6 2 –

Sim2 177 6 2 –

Sim3 176 6 2 –

Sim4 177 6 2 –

1OJ6[32] 176 6 1 1.95

1Q1F[47] 173 6 5 1.50

2VRY[48] 175 6 4 1.87

4B4Y[49] 170 6 2 2.30

4MPM[50] 176 6 2 1.74
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The x dihedral angle that characterizes the orientation of

the imidazole group relative to the plane of the heme is well

described for both H64 and H96 (Fig. 8c and Table 5). In case

of H64, the difference between the angle CD2–NE2–FE sam-

pled in simulations and the crystal structure average is within

the error of the simulations (Table 5). The average value of the

angle CD2–NE2–FE of H96 is 128 6 38 in our simulations, as

compared to 119 6 28 in the crystal structure of neuroglobin

(Table 5).

The hydrogen bond present in the crystal structure between

the backbone oxygen of L92 and H96 ND1 was persistently

sampled throughout all simulations. In the simulations using

HemeHis parameter Set 2 (sim1, sim3), the hydrogen bond

was present �80% of the time, whereas Set 1 (sim2, sim4)

gave a higher hydrogen-bonding frequency of �90%. During

the last 50 ns, the average hydrogen bond distance is

2.9 6 0.2 Å in sim1 and sim3, and 2.8 6 0.1 Å in sim2 and

sim4. These values are close to the 2.7 6 0.0 Å distance mea-

sured in the crystal structure. Although both sets, Set 1 and

Set 2, allow good description of hydrogen-bonding at the ND1

site of H96, Set 1 appears to give slightly better agreement

with the crystal structure. As anticipated, based on the crystal

structure (Fig. 7a), both heme propionate groups are always

hydrogen-bonding to water in all simulations. We note that

Y44 was bound to heme only during 23% of our trajectory,

with this hydrogen bond breaking and reforming throughout

the simulation.

The crystal structure shows wat22 to be within hydrogen-

bonding distance of H65 (Fig. 7a). When using Set 2, where

the ND1 water interaction is weaker than the target QM value

(Table 2), wat22 initially hydrogen-bonds with H64, but leaves

the interaction site after 27 ns and 78 ns in sim1 and sim3,

respectively, with no new water molecule entering. The

charge-optimized parameter Set 1 used in sim2 and sim4 cor-

rectly reproduces the QM interaction energy at the ND1 site

(Table 2), and during these two simulations, wat22 hydrogen-

bonds to H64 �97% of the time and does not leave the ND1

site.

Conclusions

We derived CHARMM all-atom force field parameters for the

two iron-containing cofactors of photosystem II, HemeHis, and

FeHis (Fig. 1) in their ferrous form. To facilitate CHARMM com-

putations of heme and non-heme iron compounds, we further

optimized partial charges and bonded parameters for ferric

HemeHis and FeHis, and for ferrous and ferric iron coordinated

by four histidines.

The HemeHis complex, in which two histidine moieties coor-

dinate the heme molecule (Figs. 2a and 2b), is found, for

example in neuroglobin[48] (Fig. 7a) or in cytochromes.[51,52]

The parameters presented here facilitate reliable all-atom simu-

lations of proteins that contain heme and non-heme iron

complexes.

To describe the HemeHis complex with CHARMM, we used

as starting point the existing parameters for heme coordinated

by one histidine group. We revised bonded interactions that

describe the geometry involving the coordination bonds: force

constants and equilibrium values for the bond lengths and for

angle bending (Figs. 4a and 4c, Table 4), and the torsional

potential for rotation of the imidazole group relative to the

heme plane (Fig. 5a). For each of these parameters, we

achieved improved agreement between the CHARMM energy

profiles and the target QM data (Figs. 4a, 4c, and 5b).

Tests on the dynamics of neuroglobin using the new force

field parameters for HemeHis indicate that, regardless of the

parameter set used (Set 1 or Set 2), we obtain a reliable

description of the geometry of the heme, and of the orienta-

tion of the histidine side chains relative to the heme plane

(Figs. 7a and 8, Table 5). Adjusting the histidine partial charges

(Set 1), however, improved water hydrogen-bonding close to

H64.

For specific protein systems, data from protein dynamics

could be used to further adjust selected parameters, such as

to account for the influence that the protein environment can

have on the dynamics of the histidine side chains. That

dynamics of the heme iron environment are influenced by

protein interactions of the heme has been suggested based

on work on cytochrome c and myoglobin.[53]

The FeHis model of the non-heme iron complex from pho-

tosystem II includes the iron ion,[54–57] a negatively charged

bicarbonate moiety, and four histidine side chains (Figs. 1b

and 2b). To our knowledge, standard CHARMM lacks specific

force field parameters for this cluster, and we derived new

parameters to describe bonded and non-bonded interactions.

For bonded interactions of FeHis, we kept the standard

CHARMM parameters for intramolecular interactions of histi-

dine and bicarbonate groups, and derived parameters for the

coordination bonds involving iron, imidazole groups, and

bicarbonate (Figs. 4b and 4d and Table 4). As summarized in

Table 3, we obtained excellent description of these bonds and

valence angles. For the torsion of the bicarbonate CT–OC3

bond, the new parameters give very good agreement with the

QM energy profile, correcting the shallow energy profile

obtained with the starting MM parameters (Fig. 6a).

Atomic partial charges are particularly important for all-

atom molecular dynamics simulations. To derive atomic par-

tial charges for HemeHis and FeHis, we used HF/6–31G* to

compute water interaction energies and distances for all

accessible unique sites of the complex (Fig. 3). We then

adjusted the CHARMM atomic partial charges to reproduce

the QM water interaction energies and distances. When using

the optimized set of atomic partial charges (Fig. 3), ferrous

FeHis water interaction energies and distances computed

with MM versus QM agree to within 0.40 kcal/mol and 0.25

Å, respectively (Table 1).

In the protein environment, the ND1 atoms of FeHis hydro-

gen bond to quinone or protein groups (Fig. 1b). At room

temperature in a flexible protein environment, these interac-

tions can be dynamic. The good agreement between the MM

and QM data for water interaction energies of the FeHis ND1

atoms (Fig. 6b) is encouraging, and suggests that water and

protein interactions will likely be well described during molec-

ular dynamics simulations (Fig. 6b).
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We anticipate that the CHARMM topology and parameter

files provided here will be useful for all-atom simulations of

photosystem II and other proteins that have heme or non-

heme iron complexes. Observations on the geometry and

molecular interactions from such simulations can provide infor-

mation to further improve the current force-field parameters.

Of particular interest will be to include additional atom chemi-

cal types and account for asymmetry in the specific protein

environment of the cofactor molecules.
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